A Appendix

A.1l RSP Statistics

If we know that RSP which is in our registers synchronizesraftsteps, then we have
limited choice of patterns of our registers and thereforéhaxe some gain which can
be expressed in bits (we do not have to guess 64 bits of regjistat 64k, wherek is
our gain.) These gains for particular classes of RSP are suiinedl in Table 1.

Table 1. Gains for different RSP lengths

[RSPAZ[3] 4 [ 5 [ 6 [ 7 [ 8 [ 9
[gain [8[13]14.54 16.93 19.3121.4523.63 25.80

Table 2. Some properties of RSP5

length of RSR# of variablesmatrix rank# of casep
12 13 7 4
12 13 8 4
13 13 7 2
13 13 8 4
13 14 8 8
14 14 8 6
15 15 9 2

RSP5s Resynchronization occurs after 5 step and we geb5- 1 = 9 different equa-
tions. On average (see Table 2), we get 12.6418 bits fromdtterp, the system has
13.3582 variables, 9 equations and its rank is 7.71642.eTaer 30 RSP5s. Some of
the RSPs are shorter, some are longer. So we considefixasblengthRSP: we add
some number of bits to each RSP considered in order to gethe fength of each
pattern (15 in the case of RSP5.) Then we get 134 RSP5s ohldagtProbability of
getting RSP5 i%%‘ = 0.00408936. If we guess all 15 bits of fixed length RSP5, then
after solving the system of equations we have to guess myigsih3.3582— 7.71642
bits. But from our 2° RSPs about® 771642 gre rejected without further investigating,
so in fact we are guessing on{log134) — 9+ 7.71642 bits for normalized RSP. Our
gain is equal to

15+ 13.3582— (13.3582— 7.71642 — ((log 134 — 9+ 7.71642 =
=15+ 9—log134= 16.93

bits.



Table 3. Some properties of RSP6

5

length of RSR# of variablegmatrix rank# of casep
14 15 8 4
14 15 9 12
14 15 10 4
15 15 8 2
15 15 9 8
15 15 10 4
15 16 9 12
15 16 10 16
16 16 9 8
16 16 10 16
16 17 10 12
17 17 10 12
18 18 11 2

RSP6s There are 11 equations. On average (for details see Tablee3jet 14.8523
bits from the pattern, the system has 15.569 variables amdrik is 9.34383; there are
112 RSP6s of variable length and 826 RSP6s of length 18; piligaf getting RSP6
is gnge =0.00315094. The gained bits we calculate just as for RSP5:11B- log826=

19.31bits.

Table 4. Some properties of RSP7

5

length of RSR# of variablesmatrix rank# of case
16 17 9 4
16 17 10 20
16 17 11 28
16 17 12 4
17 17 9 2
17 17 10 12
17 17 11 24
17 17 12 4
17 18 10 16
17 18 11 68
17 18 12 32
18 18 10 10
18 18 11 52
18 18 12 28
18 19 11 36
18 19 12 36
19 19 11 26
19 19 12 40
19 20 12 16
20 20 12 20
21 21 13 2

RSP7s There are 13 equations. On average (details in Table 4), w&7@481 bits
from the pattern, the system has 17.7645 variables anchikisd 0.9993; there are 480
RSP7s of variable length and 5986 RSP7s of length 21; prbtyadfi getting RSP7 is
5—292%6 =0.00285435. Gain: 24 13— 10g5986= 21.45 bits.



Table 5. Some properties of RSP8

length of RSP# of variablesmatrix rank # of casep length of RSR# of variablesmatrix ran# of case$

18 19 10 4 20 20 13 164
18 19 11 28 20 20 14 60
18 19 12 68 20 21 12 60
18 19 13 44 20 21 13 228
18 19 14 4 20 21 14 100
19 19 10 2 21 20 14 8

19 19 11 16 21 21 12 40
19 19 12 52 21 21 13 200
19 19 13 40 21 21 14 96
19 19 14 4 21 22 13 80
19 20 11 20 21 22 14 64
19 20 12 136 22 22 13 66
19 20 13 180 22 22 14 80
19 20 14 64 22 23 14 20
20 20 11 12 23 23 14 30
20 20 12 96 24 24 15 2

RSP8s There are 15 equations. On average, we get 19.2876 bits frempdttern (see
Table 5), the system has 19.9923 variables and its rank6§ &3; there are 2068 RSP8s
of variable length and 42070 RSP8s of length 24; probatifityetting RSP8 i35/ =
0.00250757. Gain equals 2415—10g42070= 23.63 bits.

RSP9s There are 17 equations. On average (see Table 6), we get9Z1i8 from
the pattern, the system has 22.2072 variables and its rabk 3567; there are 8992
RSP9s of variable length and 301182 RSP9s of length 27; pilithaf getting RSP9
is 393182 — 0.00224398. Gain is 27 17— 10g301182= 25.80 bits.




Table 6. Some properties of RSP9

length of RSP# of variablegmatrix ran # of cases length of RSR# of variablesmatrix rank# of case$

20 21 11 4 22 23 14 604
20 21 12 36 22 23 15 732
20 21 13 124 22 23 16 284
20 21 14 180 23 22 16 40
20 21 15 60 23 23 13 56
20 21 16 4 23 23 14 468
21 21 11 2 23 23 15 700
21 21 12 20 23 23 16 280
21 21 13 88 23 24 14 188
21 21 14 148 23 24 15 560
21 21 15 56 23 24 16 224
21 21 16 4 24 23 16 36
21 22 12 24 24 24 14 134
21 22 13 220 24 24 15 560
21 22 14 576 24 24 16 240
21 22 15 396 24 25 15 144
21 22 16 136 24 25 16 100
22 22 12 14 25 25 15 138
22 22 13 148 25 25 16 140
22 22 14 464 25 26 16 24
22 22 15 360 26 26 16 42
22 22 16 144 27 27 17 2
22 23 13 88

A.2 Attack Complexity in Details

Phase 1 We just wait for the frame where output of a “good” and a “fgikequence
resynchronize after 5 to 8 steps. From Table 1 in [2] we seecti@nces for such an
event are B4+ 0.28+ 0.25+ 0.22 = 1.09 percent. If we observe resynchronization
after 9 steps, then we have a chance of about 45% that noneRsf RS {5,6,7,8,9}
occurred. This is why such a very long RSP is not well suitectfgptanalysis (“very
long” i.e. of length close to natural boundaries of the reegis) Chances that we have
an RSRfork € {5,6,7,8,9}, if output synchronizes after 5 steps are

60.61%+- 23.33%+ 3.76%+- 5.11%+ 3.03%= 95.84%

Analogous numbers for output resynchronization aftei8s#ps are 995%, 8618%,
81.18%. Thus chances that we have one of RgB,7,8,9}, if we observe output re-
synchronization after 5,6,7,8 steps are about 90% whiamseeasonable:

95.84-0.34+9195-0.28+86.18-0.25+81.18-0.22

— 89.67%
0.34+0.28+0.25+0.22 .

Phase 2 We list all possible patterns (of course if output re-synclizes after step e.g.
7, then we consider RSP7s, RSP8s and RSP9s only; obvioushustexclude RSP5s
and RSP6s) and then for each pattern we solve (partiallpprpated) system of linear
equations related to a given pattern. The exact numberstigrpa are given above in
Appendix A.1. During this second phase we have to guess somber of bits (the

difference between the number of equations and the rankeo$yktem.) During this



second phase more than 70% of patterns are excluded (eadhR8Ern has about
2"-2%-1 chances of passing this phasés the rank of the systemk2- 1 is the number
of equations in the system for REP

Phase 3 This phase closely resembles attack presented in [1]. Wd 6édinearly
independent equations in unknowns representing the hitsired in the registers at
the momentwhen the faultis injected. Most of the equatiomstructed are of the form

unknown= value

or get translated into this form during guessing some othgr bherefore solving such
systems of linear equations will demand only few tens of hyirzaditions.

As it was mentioned in the overview of the attack, in Phase 3ymeually guess
the values of unknown bits needed for the clocking mecharésnulate a move of the
system with the values guessed and construct a linear equaith current rightmost
bits of the registers and the output bit.

Now we estimate how many such equations we have to inspetd.tNat the num-
bers obtained below for an average pattern have to be mettijpy the number of
patterns.

Suppose that the pattern considered has lepgthd that it is RS fork=5...9.
So each register has on avergg® bits in the clocking window and to the left of it
with the values indicated by the pattern. It turns out thatpfatterns of lengtip the
average number of unknowns in system of linear equationstaarted for the pattern
is p+ 0.7 (compare Appendix A.1.) So for an average pattern we hauvatems that
define(p+ 0.7) /3 rightmost bits.

Before starting further computations we emulate the worthefsystem fok steps.
So far we have about®t 0.7 equations (or, in this case, known bits.) So we still need
64— 2p— 0.7 additional equations. As it was observed in [1], not all @cbntent of
three registers may be the successor of some other stam:tlgl $tates have no pre-
decessors, and they can be filtered out by additional lingaaeitéons. So the number of
possible states i$%2: 3 = 26332 and now we lack on average only.62— 2pequations.

After k steps we have unknown bits on the rightmost positions ant@pasitions
to the left of clocking window. The bits of resynchronizatipattern are located imme-
diately to the right of the clocking window. Now we graduadjyess bits on clocking
positions, but no more than we have unknown bits on the rightipositions. Note that
there are 33 positions to the right of the clocking window arad them contain the bits
of the resynchronization pattern. Hence in this step we hageiess about 33 p bits,
clock the system and obtain abtﬁﬁ%’ linear equations for our unknown rightmost
bits (one equation for each move.) One can easily see thed #gpuations are linearly
independent — it follows from the fact that the equation destg movei contains two
or three unknowns that have not occurred in the equatioageceto moves 1 through
i —1. Now we lack only about

62.62—2p— (33— p) — g - i?)p — 1495-0.56p

equations.



At this moment the state of our registers is such that a fettmgst positions are
known (they contain bits from resynchronization patteBo)we guess further bits ap-
proaching the clocking window and check their consistenitl the output generated.
This helps to filter out some of the guesses for the clockirgitipms. We may estimate
the number of cases obtained as follows. Think of a tree wllithaid options for possi-
ble values of bits in the clocking window. If we have to dedig®n the next move, with
probability;3’1 we have to fetch only 2 bits (since one of the registers is lmgking) and
with probability%1 we fetch new 3 bits to the clocking window. So the average rermb
of possibilities to consider i% 44 %1 -8 = 5. However, on average about half the op-
tions are rejected since the clocking they imply would leathe output bit inconsistent
with the output really occurring (recall that we have righsnbits of registers in this
case — the bits already guessed and the bits from resynehtmm pattern, so we may
compute these output bits.) Thus each node of the tree hahi®dBen on average. A
tree corresponding o moves of the system (i.e. of depthgives us abouﬁh bits for
every register, so the deplirequired is about

4 14.95-0.56p
3 3
Since an average node in the tree has 2.5 valid children, weedtzout
2 56.64-0.25p _ 58.76-0.33p

= 6.64—0.25p.

leaves in the tree. Earlier we guessed about 38bits, so the number of systems of
linear equations that have to be solved is on average

233-p_ 98.76-0.33p _ H4176-1.33p 1)

For typical values op the above formula leads to the following values:

RSH|average lengtipjnumber of equations
5 12.64 22495
6 14.85 22201
7 17.05 21908
8 19.29 21610
9 2151 21315

Suppose that we are considering a given Rg&ttern, letr be the rank of linear
equation connected with it (from phase 2 of the attack) ahg lee the length of the
pattern. Then solution of this equation gives us ab8ti?2 " options @+ 0.7 being the
average number of equations in such a system, see Apperbixsé.together with (1)

the number of possibilities is
242.467r70.33p

But we have R — 1 equations in Phase 2 and the rank & about 221 of all se-
guences will not contradict the system of equation. In otiends, probability that this
pattern will pass to the Phase 3 is about®*1. So the expected number of equations
derived from this pattern and considered in Phase 3 equals

43462033 (2



If we sum the above formula on the whole set of our RpRtterns, we will have the
estimation of complexity of the attack. Once again - thifiesdverage number of linear
systems considered in Phase 3.

Fork =5 we have 8 patterns of length 12, 14 patterns of length 13tténpa of
length 14 and 2 patterns of length 15 (see Appendix A.1.)&king formula 2 we have
that for all RSP5 our attack will consider in Phase 3 on aveedgput

8. 229.5+ 14- 229.17_|_ 6- 228.84_|_ 2. 228.51 _ 234.08

systems of equations. For RSP6, RSP7, RSP8 and RSP9 we ahtain3321, 23238
23190 and £1%6cases, respectively. The whole exhaustive search thrduBiSBk for
ke {5,6,7,8,9} will take on average

234.08+ 233.21+ 232.38+ 231.90+ 231.26 _ 235.23

systems of linear equations. But in the attack we stop se@ayabhen we find the so-
lution, so in fact our average complexity (in number of lineguations in Phase 3) is
about half of the above number, that is

234.23

Note that this is valid when output synchronizes after stejp dutput synchronizes
after for example step 6, then we skip the RSP5 part and thédeuof cases to be
considered is smaller.
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